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Abstract 

The eighth meeting of the International Collaboration for the Automation of Systematic Reviews (ICASR) was held 
on September 7 and 8, 2023, at the University College London, London, England. ICASR is an interdisciplinary group 
whose goal is to maximize the use of technology for conducting rapid, accurate, and efficient evidence synthesis, 
e.g., systematic reviews, evidence maps, and scoping reviews of scientific evidence. In 2023, the major themes dis-
cussed were understanding the benefits and harms of automation tools that have become available in recent years, 
the advantages and disadvantages of large language models in evidence synthesis, and approaches to ensuring 
the validity of tools for the proposed task.
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Introduction
This report summarizes the eighth meeting of the Inter-
national Collaboration for the Automation of System-
atic Reviews (ICASR), an interdisciplinary group with a 
shared interest in maximizing the use of technology to 
aid the transfer of scientific research findings to practice 
and to inform decision-making. ICASR aims to develop 
the capability for conducting accelerated, accurate, and 
efficient systematic reviews of scientific evidence. ICASR 
meetings have been held annually since 2017, except in 
2020. Each meeting focuses on themes, and in 2023, the 
themes were as follows: (1) the benefits and harms of cur-
rently available automation tools, (2) the potential and 
pitfalls of large language models (LLMs) like ChatGPT 
for conducting systematic reviews, and (3) approaches 
to evaluation of automation tools that will increase trust 
and uptake.

Introduction and background
The International Collaboration for the Automation of 
Systematic Reviews (ICASR) was established in 2015 to 
enhance the efficiency and effectiveness of systematic 
reviews by integrating technologies like natural language 
processing and machine learning. The collaboration has 
hosted regular meetings to tackle diverse themes, share 
knowledge, boost collaboration, and shape the future of 
automated systematic reviews.

The inaugural meeting in Vienna in 2015 focused on 
establishing foundational principles for developing and 
integrating automation tools, known as the “Vienna 
principles.” These principles emphasize the importance 
of efficiency, quality, continuous improvement, collabo-
ration, and the open-source ethos in automating sys-
tematic reviews [1]. The second meeting in Philadelphia 
in 2016 expanded ICASR’s scope, bringing together 
various stakeholders to identify challenges and propose 
short-term projects [2]. The focus was on enhancing 
understanding of available tools, developing validated 
datasets for tool testing, promoting tool interoperabil-
ity, and establishing tool output quality criteria. Lon-
don’s 2017 meeting emphasized the immediate need 
for tool validation approaches and increased access to 
curated corpora. The participants outlined short-term 
goals, including publishing protocols for systematic 
review tasks and creating avenues for sharing corpora, 
for validation [3]. In 2018, the fourth gathering in The 
Hague explored the transferability of automation tools, 
the automated recognition of study designs, and strat-
egies for evaluating these tools. This meeting was sig-
nificant for recognizing the potential of tools developed 
for other purposes and their adaptability for system-
atic reviews [4]. The fifth meeting in Bergen in 2019 

was themed around “information extraction from text,” 
acknowledging the critical role of precise information 
extraction in enhancing the quality and speed of sys-
tematic reviews. Responding to the global pandemic, 
the sixth meeting in 2021 was conducted online, con-
centrating on “usability.” Discussions delved into user 
experience, interoperability, tool evaluation, workflow 
integration, and the specific challenges and learnings 
presented by COVID-19 in the context of systematic 
reviews [5].

The seventh ICASR meeting, hosted in Köln by the 
German Institute for Quality and Efficiency in Health 
Care (IQWIG) in 2022, continued the tradition of 
annual gatherings. However, details of the meeting’s 
discussions and outcomes were not specified in the 
provided text. The eighth and most recent meeting is 
the focus of this report. The University College Lon-
don hosted the meeting on September 7 and 8, 2023. 
The focus of the conference was on progress in adopt-
ing automation, the role of LLMs in systematic reviews, 
the evaluation of automation, and the structure of 
ICASR for the next decade. While acknowledging the 
meaningful changes in systematic review workflow that 
have become available since 2015, the conference par-
ticipants acknowledged the ongoing challenges, par-
ticularly for accurate automated data extraction and 
risk-of-bias assessment, evaluation, and the need for 
guidance from a group like ICASR. There was a consen-
sus that while LLMs hold promise, their current utility 
in generating systematic reviews of scientific literature 
is limited.

Throughout these meetings, ICASR has promoted 
principles of automation of systematic reviews pub-
lished as a consequence of the first meeting, i.e., the 
Vienna principles [6]. These principles advocate for a 
multifaceted approach to systematic review automa-
tion. They suggest a task-specific focus for automation, 
the potential for automation across all review stages, 
and the necessity for continuous process improve-
ment. They stress maintaining high-quality stand-
ards of systematic reviews, promoting flexible tool 
use, encouraging collaboration among diverse groups, 
and committing to open-source code and accessible 
data sharing. These principles also underline the criti-
cal need for robust, replicable evaluation methods for 
automation tools, ensuring confidence and integrity in 
the systematic review process.

The efforts of ICASR to bring together multiple disci-
plines underscore a dedicated, evolving effort to leverage 
technology in systematic reviews, marking significant 
milestones while recognizing that the road ahead is filled 
with opportunities for groundbreaking advancements in 
this interdisciplinary field.
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The eighth ICASR
Session 1: the benefits and harms of automation
Justin Clark, from Bond University, led the session as 
part of the first day of the meeting. This session empha-
sized the transformative impact of automation tools on 
systematic reviews. As predicted in 2015 at the forma-
tion of ICASR, many tools have become available for 
use by systematic reviews. Mr. Clark discussed several 
transformational tools created by his team and others. 
Justin Clark has transitioned in recent years from a user 
to a tool developer (though not a traditional software 
developer) and indicated, as many did, that success-
ful tool development requires collaboration between 
reviewers and computer scientists. It was also pointed 
out that although many automation tools that are cur-
rently available are agnostic to the discipline of appli-
cation, others have been developed for specific areas, 
usually health care, and still need translation to other 
disciplines such as social sciences, agricultural sci-
ences, and environmental sciences.

Justin Clark discussed the development process, 
including the initial task breakdown for systematic 
reviews. This meticulous breakdown helped identify 
tasks suitable for automation, particularly those consid-
ered tedious or less preferred by the team. One limita-
tion noted was that computers still struggle with data 
extraction despite some advancements.

Specific tools were showcased, including the 
following:

1. The Polyglot Search Translator [7]: This tool trans-
lates search queries across various databases, signifi-
cantly reducing the time spent on manual transla-
tions. The unexpected advantage was the extra time 
to refine search strategies, resulting in fewer, more 
targeted results and less screening effort. Approxi-
mately, 50% less screening was needed due to more 
precise searches. Polyglot is an example of a tool 
generally designed for bibliographic databases rel-
evant to human clinical and public health. Translat-
ing other bibliographic databases is a potential future 
project with the appropriate collaborators.

2.  RevMan Replicant [8]: This tool streamlines the 
writing of the results section of reviews by extract-
ing data from RevMan 5 files. This automated writing 
tool has helped eliminate the daunting task of writ-
ing into a blank document and significantly reduced 
transcription errors by direct content generation, 
enhancing efficiency and accuracy. This tool is avail-
able for any review team that uses RevMan. However, 
familiarity with RevMan as a systematic review tool 
is often restricted to research synthesizers working in 
human clinical and public health.

The key take away is that these automation tools while 
enhancing efficiency have been effective and are read-
ily available. However, the tools do not replace the fun-
damental skills required to conduct systematic reviews. 
The tools aid in task execution, enabling more focus on 
critical review aspects, thereby improving overall review 
quality. Moreover, it was stressed that these tools are free 
to access, encouraging widespread use and skill develop-
ment in systematic reviews.

Session 2: using large language models in systematic reviews 
— potential vs. pitfalls
A specific session was devoted to large language mod-
els (LLMs) and their use in systematic reviews. In 2022, 
ChatGPT was released publicly and transformed the 
access of review teams to these models, which had previ-
ously been accessible only to a select group of research-
ers. The no-code interface has resonated with users, and 
enormous possibilities are envisioned for these mod-
els. However, utilizing LLMs in the systematic review 
workflow is a double-edged sword, presenting remark-
able opportunities and significant challenges. This ses-
sion aimed to discuss these models openly, understand 
the views, and raise questions about their current usage, 
especially in systematic reviews requiring utmost accu-
racy and factual integrity. Three speakers discussed 
LLMs.

LLMs in systematic reviews: Potential vs. Pitfalls Dr. I. 
Marshall, from Kings College London, pointed out that 
while LLMs have advanced, their application within sys-
tematic reviews is not without risk. The ability of LLMs 
to generate coherent and fluent text often overshadows 
the factual inaccuracies included in the text. The crux 
lies in their training on vast, unlabeled datasets, making 
validating their outputs complex and challenging. This is 
particularly precarious in multi-document summaries, a 
staple in systematic reviews, where consistency and accu-
racy are paramount. LLMs struggle with this aspect in 
their current form, sometimes yielding synthesized con-
tent that lacks factual correctness.

The dynamic nature of these models further compli-
cates their utility for reproducible systematic reviews. 
The constant updates and iterations these models 
undergo make reproducing results nearly impossible at 
present, presenting a significant hurdle in environments 
that rely on consistency and traceability. Additionally, 
there is a troubling aspect of accountability; pinpoint-
ing responsibility for misinformation remains nebulous 
due to the models’ opaque functioning. Despite these 
concerns, LLMs hold promise for tasks like drafting 
initial summaries or generating templates, potentially 
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expediting the systematic review process. However, their 
limitations necessitate a cautious approach backed by 
robust evaluation mechanisms.

Enhancing LLMs with cognitive factoring and collabo-
rative techniques One suggested solution to mitigate 
LLM’s limitations is “factored cognition.” Representatives 
of the company, Elicit (https:// elicit. com) introduced 
this concept in their presentation, emphasizing break-
ing down complex questions into more straightforward, 
manageable tasks. This method aims for a collaborative 
problem-solving approach between AI and humans, 
enhancing LLMs’ reliability.

Factored cognition could address concerns about how 
LLMs handle systematic review tasks by dissecting broad 
questions into specific prompts, allowing for more accu-
rate, manageable responses. The presenter proposed that 
factored cognition solved the “hallucination” issue, where 
LLMs often produce inaccurate or fabricated data while 
attempting to generate informative responses. However, 
evidence to support this statement was not provided.

By integrating LLMs with cognitive strategies, we can 
potentially harness efficiency while minimizing the pro-
pensity for error. However, this area is still under explora-
tion, and its practical efficacy remains to be thoroughly 
evaluated.

Refining systematic review development of citation 
searches with advanced prompting systems Mr. H. Scells 
reported research on using LLMs for systematic review 
queries. After a brief discussion of the conceptual [9] and 
objective [10] approaches to identifying search terms, 
Mr. Scells presented the results of a study using Chat-
GPT for such searches [11]. The study used two previ-
ously published review study test collections: CLEF TAR 
[12] and their seed study test collection [11]. The study 
used unguided and guided prompt approaches to devel-
oping the searches. The findings highlighted that the 
quality of results is heavily contingent on the prompts, 
with guided prompts yielding more reliable outputs than 
broad, unguided prompts [11]. An important finding was 
the LLMs’ tendency to misconstrue certain terms, which 
affected search precision. To counter this, the suggestion 
was to integrate external databases like MeSH with Chat-
GPT as a leap towards informed AI use, ensuring the 
model’s outputs are anchored in verifiable data. Finally, 
as mentioned previously, the variation in responses to 
ChatGPT prompts is a problematic feature that limits the 
reliability of these methods currently for search design. 
The conclusion was that LLMs in their current state 
require supervision by experts versed in the task (e.g., 

information specialists) to ensure their generated queries 
align with the stringent demands of scientific research. 
The potential for misuse or misinterpretation is high if 
these systems are the starting point for the search query 
design process if used without proper guidance or foun-
dational data.

The conclusion from “Session 2: Using large language 
models in systematic reviews — potential vs. pitfalls,” 
focusing on LLMs, is that LLMs offer transformative 
potential for systematic reviews, promising efficiency 
and innovation. However, their integration necessitates 
a paradigm shift, acknowledging their limitations, ethical 
implications, and the critical need for human oversight. 
Future directions are inclined towards promoting evalu-
ations and applications with open-source models, ena-
bling more transparent, reproducible research. But until 
then, a balanced viewpoint is essential, advocating for 
the cautious and informed application of LLMs, ensur-
ing they serve as reliable aids in the complex landscape 
of systematic reviews rather than unpredictable variables.

Session 3: evaluation of automation tools — what has been 
done and what is needed?
A comprehensive dialogue on evaluating automation 
tools for systematic reviews dissected numerous facets 
of the topic, presenting research findings, contemplat-
ing methodologies, and forecasting future necessities 
and trends. The session was anchored around the evalu-
ation of automation tools, particularly their evaluation, 
effectiveness, and enhancement in various sectors, with a 
spotlight on health and climate change.

The discussion commenced with an in-depth look at a 
current Wellcome Trust-funded project examining the 
use and reporting of automation tools within climate 
change and health [13]. This multiphase initiative seeks 
to identify and critically appraise evaluations of automa-
tion tools for evidence synthesis (called digital evidence 
synthesis tools, or DESTs, within the context of the pro-
ject) and consider their applicability to the field of cli-
mate and health. The project team has published a “map” 
of automation tool evaluations (available at the previous 
link). The team will also publish a mapping review explor-
ing the use and reporting of DESTs within climate and 
health evidence syntheses. The project will also include 
a series of case studies, where current practices and tools 
will be examined in depth: large-scale tools for automati-
cally mapping the research literature, an exploration of 
how LLMs have been used to assist with screening and 
data extraction, and their potential application in climate 
and health, as well as the potential of tools using LLMs 
to assist in evidence synthesis at scale. The project has 
identified a critical inconsistency in reporting standards 

https://elicit.com
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across disciplines, which hampers automation efforts for 
diverse topics like climate change. This discrepancy poses 
a significant challenge to the effective utilization of auto-
mation tools, compounded by apprehensions about the 
requisite for specialized knowledge in AI and machine 
learning.

The project’s forthcoming phase aims to develop rec-
ommendations for refining these digital tools’ relevance 
and applicability in diverse contexts. This approach will 
use extensive feedback from detailed case studies and 
stakeholders, including researchers, tool developers, 
and policymakers, contributing pragmatic insights into 
these tools’ performance in different settings. Signifi-
cant emphasis was on transitioning traditional publica-
tion systems to more computable, semantic ecosystems, 
underscoring the difficulty in handling non-machine-
readable documents and recognizing gaps in capturing 
emerging technologies like LLMs.

Delving into the evaluation specifics, one presentation 
by Dr. M. Bond illuminated an unsettling revelation: a 
very small percentage of systematic reviews openly dis-
close the use of advanced AI technologies, with a sur-
prising reliance on rudimentary tools, both within the 
fields of education [14] and climate and health [15]. The 
project’s methodology whittled down hundreds of poten-
tial evaluations to a concentrated selection, focusing on 
genuine, in-action assessments of tools within systematic 
reviews. Though centered predominantly around spe-
cific tools, these evaluations unearthed additional tools 
or algorithms, indicating a richness in the landscape not 
fully explored.

Trust in these digital tools emerged as a paramount 
theme. Anecdotal evidence suggested a noticeable hesi-
tation towards complete automation (e.g., [16]), particu-
larly from transient initiatives like academic research 
projects.

The dialogue wove through various considerations, 
from the potential of domain-specific language models, 
the balance between early-stage research and mature AI 
products, to the responsibility dichotomy between tool 
developers and users. It touched upon the essential need 
for education on AI tool usage, foreseeing integration at 
undergraduate levels to cultivate informed application in 
evidence synthesis [17].

A recurrent concern was the sustainability of AI tools 
post-funding, spotlighting the critical role of consistent 
financial and policy support in maintaining tool efficacy. 
The conversation culminated in a reflection on the cycli-
cal dilemma of tool adoption and funding: tools must 
demonstrate the effectiveness of financing and sustain-
ability but simultaneously require financial injection for 
comprehensive evaluation and improvement.

The discussion also broached the urgency within aca-
demic circles to adopt AI tools, even prematurely or 
inappropriately, driven by availability rather than suita-
bility. This tendency could cement reliance on potentially 
subpar tools and a potentially dangerous normalization 
of inaccuracy, underscoring the requirement for stringent 
quality control in systematic reviews.

In a detailed sidebar, the participants debated the intri-
cacies of evaluating systematic review automation, focus-
ing on traditional evaluation metrics and the impact of 
review outcomes. They discussed the limitations of the 
Work Saved over Sampling (WSS) metric and advocated 
for the use of the true-negative rate (TNR) for better 
comparability [18]. They endorsed more intuitive meas-
ures that could offer consistent, standardized analyses 
across diverse datasets and models and experimented 
with custom evaluation metrics, shedding light on their 
performance nuances. An outcome-based evaluation 
framework has also been proposed [19]. This approach 
moves beyond mere recall rates to consider the actual 
influence of studies on the final outcomes of systematic 
reviews, arguing that not all studies contribute equally to 
a review’s conclusions.

The last presentation addressed the need for statisti-
cally validated stopping criteria in machine learning for 
document screening, emphasizing the use of probability 
theory to determine when to cease the screening [20]. It 
highlighted the importance of incorporating adjustments 
for bias and the necessity of integrating these criteria into 
machine learning platforms to enhance the efficiency and 
reliability of systematic reviews.

In the grander scheme, the conversation encapsu-
lated a profound exploration of the future of systematic 
reviews in AI and machine learning. The participants 
discussed the challenges current systematic review data-
sets curators face, including documentation, availability, 
and size issues. In response, the CSMeD benchmark has 
been proposed to standardize evaluations, provide uni-
fied API access, and bridge gaps in current datasets [21]. 
The discourse underscored the need for methodologi-
cal enhancements, sophisticated analyses, standardized 
evaluation metrics, and a harmonious balance between 
technological advancement and human insight. This 
equilibrium would ultimately shepherd the field towards 
a future where digital evidence synthesis tools are 
advanced and intuitively aligned with human reasoning 
and industry requirements.

Session 4: the future of ICASR
Since the first meeting in 2015, members of ICASR have 
seen substantial growth in the number and use of auto-
mation tools, e.g., Covidence reports over 300,000 users 
have used it to start over 265,000 reviews (https:// www. 

https://www.covidence.org/
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covid ence. org/). This growth in the use of automation 
tools raises the inevitable issue of whether the tools are 
safe to use or if the speed increase causes a quality reduc-
tion. This has been particularly noticeable to the longer-
term members of ICASR, who meet and collaborate 
informally.

This has highlighted the lack of a guiding body that can 
help ensure standardized, best-practice evaluation meth-
ods are used to provide the robustness of the automa-
tion tools being released. Therefore, one crucial note to 
come from the meeting was the need to set up this sort 
of group.

To begin the process of a more structured organization 
with resources to support the needs of the automated 
evidence synthesis community, ICASR will seek fund-
ing from bodies interested and supportive of this area. 
Initially, this funding will be directed towards two goals: 
(1) improving how information is communicated around 
automation research and (2) identifying and collating 
data that can be used in evaluation research. These were 
seen as the most significant and critical initial issues to 
overcome. With more robust communication and evalu-
ation data in place, ICASR will design and write guidance 
documents to evaluate the multiple tasks required to syn-
thesize existing evidence accurately and transparently. It 
is planned that the first steps will be in place before the 
next meeting in late 2024, with the design of evaluating 
guidance as a focus of ICASR 2024.

Conclusion
With the advances in research and tools for the synthe-
sis of evidence, it has become clear that guidance on 
evaluating these advances is sorely needed. As guidance 
is lacking and no other body is in a position to offer this 
guidance, ICASR has decided they need to take up this 
burden.
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